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from the editor...

Many Government organizations have a substantive interest in the modernization of high performance comput-
ing. These organizations share aneed for technical information.

In hisintroductory article, guest writer Dr. Larry Davis explains the importance of benchmarking as a source of
information for decision makers. As Deputy Director for the Department of Defense High Performance Comput-
ing Modernization Program (HPCMP), Dr. Davis has engaged various Government organizations to develop and
share benchmarking results.

This issue of the Resource represents a cooperative effort among the HPCMP, Oak Ridge National Laboratory,
the Air Force Research Laboratory, Ames Laboratory, the National Aeronautics and Space Administration Langley
Research Center, the National Center for Atmospheric Research, as well as the Army Research Laboratory and a
commercia partner, Instrumental, Inc. The results of this cooperation include a better understanding of perfor-
mance within the normal operating environment of today's high performance computing centers, where hundreds
of jobs may contend for resources.

As John West, Director of the U.S. Army Engineer Research and Development Center Major Shared Resource
Center (ERDC MSRC), pointsout in his“from the director” article, the benefits of cooperative benchmarking
extend well beyond the acquisition process.
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from the director...

Welcometo thelatest issue of the Resource. We
alwaysstriveto provide our readersand userswith a
broad view of what’sgoing oninthe Center inthis
publication. From research to new equipment deploy-
ment and policy updates, wetry to fashion each issue of
the Resourceinto avehiclefor strengthening your
relationship to usand to improving your accessto the
finest people, hardware, and software availableto
supercomputing usersanywhere.

Inthisissuewedepart alittle from our established
formulato shed somelight into an often neglected - but
critical - corner of the ERDC M SRC’sresearch efforts
by taking an in-depth look at the benchmarking process
used to acquire new hardwarefor our users. Acquiring
systemsto servethevery diverse needs of the High
Performance Computing M oderni zation Program (HPCM P) user community isachallenging task. ERDC has
played aleading roleinthe Program’ sbenchmarking effortsfor the yearly Technology | nsertion sincethefirst joint
acquisitionin 2001, and that leadership role continuestoday. Through ng the performance of potential
technical solutionsviabenchmarks- both real and synthetic applications- we are ableto construct technical
solutionsto meet your computational needsand to provide aquantitative framework for measuring the effective-
nessof that solution.

But ERDC'sinvolvement in benchmarking has benefitsfor usersthat extend beyond the acquisition of the best
machinefor thejob. Each year the ERDC Computational Science and Engineering group spendsatremendous
amount of timeanalyzing, porting, building, and running the HPCM Puser community’smost important computa:
tional applications. Thisexperience has given usan understanding of your applications, theway inwhich you do
your work, and the scienceyou aretrying to accomplish that isone-of-a-kind in its depth and breadth. Thisis
experiencethat werely on every day asweimprove our servicesto you in administration and configuration of the
systems, in dataanaysisand visualization, in computational science, and in customer service.

I hopethisspecial issue of the Resource will giveyou added insight into the tremendous val ue that the
benchmarking effort hasto the Program asawhol e, and to you asan individual user.

Asaways, | want to hear fromyou! If you'd liketo let me know how we' re doing, share asuccess story, or
make asuggestion for waysto improve our service, drop mealineat john.ewest @er dc.usace.ar my.mil.

John E. West, Director

Major Shared Resource Center

U.S. Army Engineer Research and Development Center
Vicksburg, MS
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DoD HPCMP Requires Accurate Benchmarks

to Choose HPC Systems

By Dr. Larry P. Davis

The Department of Defense (DoD) High Perfor-
mance Computing Moderni zation Program (HPCM P)
acquiresover $50 million worth of new high perfor-
mance computerseach year. With awide variety of
system architecturesfrom many vendors, how doesit
know which onesto choose? Along with very impor-
tant usability criteria, performance of these systemsis
critically important. And how doesthe Program
measure performance? A careful measurement of
performance of offered systemson aset of bench-
marks representative of theworkload of the Program
user community fulfillsthistask.

Asdiscussedindetail in severa of thefollowing
articles, the HPCM P usesamix of synthetic bench-
marks and application programsto represent its
workload. A recent study by several Benchmark Team
members of requirements stated by usersand current
usage on the Program’s systems produced a set of
eight application benchmarksfor the Fiscal Year (FY)
2005 acquisition activity and nine application bench-
marksfor the FY 2006 activity. Asaset, these applica
tion benchmarksdirectly represent approximately 40
percent of the Program’s non-real-timeworkload (as
run onthe shared, alocated systems) and indirectly
represent about 70 percent of theworkload. A key set
of synthetic benchmarksare used to supplement the
application benchmarksand addressany gapsinthe
representation of the complete Program workload. The
entire set of Program benchmarksisrun onall existing
HPCM P systems each year and then provided to
prospective hardware vendorsto run on their offered
systems, with timingsto beused inthe evaluation
process each year.

Oncethevendor-provided timingson the benchmark
set arereceived, performance scoring of thesetimings
for each benchmark on each systemisdoneby a
guantitative processthat plotsapower-law curve of the
performance (reciprocal of theruntime) vs. the
number of processorsand interpolatesthat curve at key
system sizesthat represent how the systemwould
likely beused in production. Thesetimesat key system
sizesarethen compared with the run time measured on
the standard DoD system for that year; for FY 2005,
that standard system wasMarcellus, theIBM Power4
at the Naval Oceanographic Office Mg or Shared
Resource Center (NAVO MSRC), and for FY 2006,
the standard system isthe newer IBM Power4+ at
NAVO. Thus, each system score on each benchmark
isarelative performance value compared with the
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DoD standard system. In
addition, asize-independent
system score on each bench-
mark can be deduced from the
curveby calculating the
number of processorsonthe
scored system that it would
taketo match the performance
(runtime) for the standard DoD
system on that benchmark. This
value (standard number of processors) becomesa

basi c performance scorefor each system.

Performance, however, isnot the only consideration.
The Program seeksto acquire not only the most
powerful systemsbut also the most total performance
acrossitsentire acquisition on the set of application test
casesthat represent itsworkload. To accomplishthis,
the Program has devel oped an optimization technique
that maximizestotal overall performance acrossthe
benchmark suitefor afixed acquisition budget. This
process effectively determines price/performancefor a
great number of possible solution sets, or setsof
acquired systems. Theoptimizer anditsuseare
describedinafollowing article.

Finally, the Programisinvestigating benchmarking
and scoring methodsthat will relieve some of the
burden of running large benchmark sets on the vendor
while providing amore cons stent basis of scoring to
make acquisition decisions. Thebasisof theseinvesti-
gationsisaperformance modeling and prediction
methodol ogy pioneered by Allan Snavely and Laura
Carrington fromthe University of Californiaat San
Diego. Thismethodology relieson benchmark results
from afew simple synthetic probes (already part of the
HPCM P synthetic benchmark suite) to measure system
performancein key basic system processes, such as
memory operations. The performance on these probes
isthen convolved with adetailed trace of the operations
that each application test case performsto producea
predicted performance of that application test caseon
the system for which the synthetic performance has
been measured. Theplanisto beginusing resultsfrom
these performance predictionsin alimited way for the
FY 2006 acquisitions.

Thetremendous progressthe benchmarking and
performance modeling activitieshave made over the
last few years has been directly attributableto the hard
and productivework that all membersof the Bench-
mark Team have performed. Key groupsthat have

Dr. LarryP. Davis
Deputy Director
HPCMP



mademajor contributionsinclude the Computational
Scienceand Engineering (CS& E) group fromtheU.S.
Army Engineer Research and Devel opment Center
(ERDC) M SRC (applications), Instrumental, Inc.
(synthetics), thegroup from the University of Caifornia
at San Diego (performance modeling), and theArmy
Research Laboratory (ARL) M SRC (scoring and
optimizer development). Inaddition, support fromthe
NAVO MSRC, theAeronautical Systems Center

(ASC) MSRC, theArctic Region Supercomputing
Center (ARSC), theMaui High Performance Comput-
ing Center (MHPCC), and theArmy High Perfor-
mance Computing Research Center (AHPCRC) has
been very helpful. All look forward to significant
progressover the next few years as performance
modeling and prediction becomeamoreintegra partin
the entire benchmarking process.

Role of Application Benchmarks in the DoD

HPC Acquisition Process
By Dr. William A. Ward, Jr.

The DoD HPCM P uses acomprehensive perfor-
mance evaluation processinits Technology Insertion
(T1) acquisition processfor high performance computer
systems. When purchasing desktop, or even modest-
Sizeserver class systems, the Government goes
through no such elaborate process because the systems
aretypically commodities, the characteristicsof the
systemsarewell-known, and therisk to the Govern-
ment of overpaying for an underperforming systemis
low. However, when acquiring astate-of -the-art,
limited-production high performance computing (HPC)
system costing millionsof dollars, therisk ishigher and
so the DoD must be more thorough and cautious.
Benchmarkingisanintegral part of thisapproach.

Previoudly presented in the Fall 2000 edition of The
Resource, aspectrum of possibletypes of benchmark
programswith respect to
representativeness, maintain-
ability, and scalability is
illustrated inFigure1. Syn-
thetic benchmarks, compact
artificial programswhose sole
purposeisto measure some
aspect of system performance
(e.g., floating-point rate,
memory bandwidth, input/
output (1/0) capability), are
lessrepresentative, but more
maintainableand scalable. The
Streams benchmark isan
exampleof thistype. Next, toy
programs, such asPrime
Sieve; packagekernels, such
asLINPACK; and application
kernels, which are compute-
intensivefragments

extracted from actual pro-

grams, spanthemiddle of the

spectrum. Finally, complete

application programsarethe

most representative, but

because of their sizeand

complexity, arelessmaintainable  Dr. William A. Ward, Jr.
and (usualy) lessscalable. The  CS&E Group Lead
DoD HPCMP uses benchmark ERDC MSRC
componentsfromthefirst and last

of these categories. Each of the synthetic benchmarks,
discussed in asubsequent article by Cal Kirchhof and
Henry Newman, effectively delineatesthe edge of the
“performanceenvelope” by stressing asingle-system
component, e.g., central processing unit (CPU),
memory, 1/0 subsystem. These quickly identify any

Figure 1. Spectrum of possible types of benchmark programs
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obvious system performance shortcomings and gather
datafor performance modeling. The purpose of the
application programsin the DoD HPC benchmark, on
the other hand, isto stressthe system with codesthat
represent DoD’ s actual workload inthevariouscomputa:
tiona technology areas (CTAS) and to measurethe
performance auser would experience when running an
actual gpplication.

The application program portion of atypical DoD Tl
benchmark is called the application benchmark test
package. Thetest packageincludes program source
code (or directionsfor obtaining it), makefiles, sample
batch submission scripts, and so forth. Each program
(eight programswere used in Technology I nsertion
2005 (T1-05)), typically hastwo setsof input data,
standard and large; these are called test cases. Thetest
packageincludes correct job output for at least one
processor count for each test case plusascript for
automatically verifying correctnessat arbitrary proces-
sor counts. Members of the CS& E group at the ERDC
MSRC validate thetest package by running each of the
test caseson the current DoD baseline system. For Tl-
05thissystemwasMarcellus, a 1,328-processor, 1.3-
GHz IBM p690 (IBM Power4) at the NAVO MSRC;
for TI-06, the systemwill be Kraken, the 2,832-
processor, 1.7-GHz IBM p655 (IBM Power4+), also at
NAVO. Theserunsare aso used to obtain baseline
timesthat provide performance expectationsfor
prospective vendors. Benchmark program input data
are adapted so that the baselinetimesfor standard test
cases, running on 64 processors, and for largetest
cases running on 384 processors, areroughly 1 hour
(onthe baseline system). The codes and test cases
used for T1-05 and their performance on various
Government-owned systemsare described in several of
thefollowing articles.

After aprototype of the application benchmark test
packageisconstructed, it issent to the staff at theASC
MSRC for adry runasafinal quality control check.
Based on feedback from ASC, the CS& E group makes
any necessary modificationsand resubmitsthe package
to ASC, whereitisburned onto DV Dsfor distribution
to prospective vendors. Vendorsare given severa
monthsto preparetheir benchmark response. To
participateinthe Tl process, asystem vendor must, at
aminimum, submit job timesfor at |east onetest case;
realistically, however, most vendors submit complete or
nearly complete setsof times, sometimesfor multiple
systems, toimprovetheir competitiveness. For each
test case, vendorsare required to submit job wall times
for no lessthan three processor counts. At least one of
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thesetimesisrequired to befrom an actual system
identical to, or highly smilar to, the offered system.
Becausethevendor’ sinventory may not includeafull-
scale system of the size necessary to run some of the
tests, two of thethreetimes may be estimates. How-
ever, the Government reservesthe sole discretion for
determining the acceptability of such estimated times
and timesfrom substitute systems, and the vendor must
meet any estimates should the system be sel ected.

For T1-05, whilethe vendorswere running thetests
ontheir systems, the CS& E group along with staff
membersfrom the other three M SRCsand several
other DoD HPC sites, ran the tests on most DoD HPC
systems. For T1-06, the CS& E group hasthe sole
responsibility for running al of the application test cases
onall unclassified (and afew classified) systems. The
purpose of gathering thesetimesisto accurately
quantify DoD’sHPC capability and capacity in each
CTA. Then, oneof thecriteriafor selecting anew
systemishow well it complements DoD’salready
installed computational resources. Thispart of the
processisdescribed infollowing articleson scoring by
Dr. Alvaro Ferndndez and thisauthor, and in another
articleon system selection by Dr. Roy L. Campbell, Jr.

AspresentedinaGenera ServicesAdministration
(GSA) handbook (Use and Specifications of Remote
Terminal Emulation in ADP System Acquisitions), the
success of benchmarkingin system selectionisjudged
by how well it meetssevera goals. Thefirst two goals
aretominimizetimeand cost of acquisition andto
maximize competitiveness; the Tl processdoesthisby
providing awell-documented benchmark framework
that isconsistent from year to year. The next two goals,
to maximizequality of system sizing and to maximize
benchmark representativeness, are accomplished by
selecting test casesthat impose asignificant computa-
tional load on candidate systemsand by using applica-
tion programsto represent the DoD CTAsthat usethe
most CPU hourson DoD HPC systems. Thethree
find goal's, to minimize benchmark discrepancies, to
maximize benchmark uniformity, and to maximize
benchmark repeatability, are ensured by avalidation
processthat runsthe test package on many systems, by
providing comprehensive guidanceto vendorson
running thetest suite, and finally by carefully checking
vendor benchmark responses and requesting new runs
if necessary to remedy deficiencies. TI1-06 will bethe
sxthyear of implementing the application test package
with these goasin mind, and theresult hasbeen
increased vendor participation and improved quality of
vendor submissions.



Benchmarking AERO, an Aeroelastic CFD/CSM Application

By Drs. Raymond E. Gordnier and Thomas C. Oppe

AEROistheinformal namegivento an aeroelastic
computationa fluid dynamics/computationa structural
mechanics (CFD/CSM) code devel oped in the Compu-
tational SciencesBranchintheAir VehiclesDirector-
ate of the Air Force Research Laboratory to investigate
basic nonlinear fluid/structureinteractions. The code
evolved fromthe FDL 3Dl flow solver and isused
primarily in aerospace research applications.

Thesystem of partial differential equationsmodeled
by AERO ismixed dliptic/hyperbolic, and the overall
solution methodisimplicit. The physical mode usedin
the codeisintegrated multiphysicsover aphysical
domain. Thefluid dynamics part of thecodeisafinite
differenceformulation that solvesthefull Navier-
Stokes equations. The structures part of the codeisa
finiteelement formulation for solving thevon Karman
plate equations. Implicit coupling with thefiniteelement
structura solver isaccomplished viaasubiteration
procedure. AERO uses an Eulerian coordinate frame-
work with the mesh being dynamic, structured, and
anisotropic. To perform thefluid/structureinteraction
computations, the structure deflectsin responseto the
imposed loads. Thefluid gridisthen moved to accom-
modate the new position of the structure. This
remeshing isaccomplished by smpletransfiniteinterpo-
lation techniques.

TheAERO codeiswritten entirely in FORTRAN 90
and, thus, should be portableto any platformthat hasa
FORTRAN 90 compliant compiler. AERO dso
containscallsto severa BLASand LAPACK routines,
in particular abanded matrix solution routinefrom
LAPACK. Fortran equivalentsof al the needed
BLASand LAPACK routinesweresuppliedinthe
TI1-05 AERO distributionin the event that vendor-
optimized librarieswere not available. AERO contains
approximately 15,000 linesof code.

AERO isunique among the componentsof the T1-05
application benchmark test suitein that it hasno explicit
paralelism. It wasoriginaly devel oped asavectorized
code appropriatefor running serially onthe Cray C90
and Cray SV 1 platforms. Thus, the source code
contains no message passing interface (MPI) callsor
OpenMPdirectives. Implicit parallelismin ashared-
memory environment must be achieved through
autoparallelizing compilersor by linking to threaded
BLASand LAPACK libraries. Alternatively, explicit
parallelism can be achieved by the manual insertion of
OpenMPdirectives. Inany case, the parallel scalability
islimited to the numbers of CPUs on ashared-memory
node. AERO cannot run in distributed-memory mode.

Dr. ThomasC. Oppe
Computational Scientist
CS&E Group
ERDC MSRC

Dr. Raymond E. Gordnier
Senior Research
Aerospace Engineer
Air Force Research
Laboratory

Because AERO had itsroots asavector code, the
execution of AERO on amicroprocessor-based plat-
formistypicaly limited by the bandwidth to memory.
Many loopsinvolve non-unit stride memory accesses
that incurred no penalty on thetraditional Cray PVP
(paralle vector processor) platforms, but which were
detrimental to efficient execution on HPC platforms
employing microprocessorswith caches. Several HPC
vendorsparticipating in TI-05 attempted toimprovethe
speed of execution by avariety of strategies, such as
(2) interchanging theorder of loopindicesinaseriesof
nested loopsto achievebetter cachedtilization, (2) inlining
calsto frequently called subroutines, (3) padding or
rearranging arraysin COMMON blocksto better align
thearrayswith cacheline boundaries, (4) manually
inserting OpenM P compiler directivesto achieveloop
pardleization, (5) linking in optimizedintrinsc math-
ematics(e.g., SIN, EXP) or BLASand LAPACK
libraries, and (6) compiling the source codewith an
autoparallelizing compiler option or preprocessor.

Only oneinput data set was supplied for AEROin
TI-05. Thisparticular problem computed the supersonic
flutter of aflexible pand. (Figures 1 and 2 show
visuaizationsof theflexiblepanel.) A large 240-MByte
binary restart input filewasread at the start of execu-
tion, and another large binary file of the same sizewas
written upon program termination. Program execution
required approximately 1.1 GBytesof memory to run.

In an experiment, the unoptimized AERO codewas
compiled withthe autoparalelizing compiler optionand
run onan SGI Origin 3900 at the ERDC MSRC using
700-MHz MIPS chipsand an IBM p655 at the NAVO
MSRC using 1.7-GHz Power4+ chips. In both cases,
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Figure 1. Pressure and vorticity magnitude contours
showing the interaction of the surface boundary layer
with a three-dimensional (3-D) flexible panel

the executablewaslinked with the threaded versions of
theBLASand LAPACK libraries(i.e., “-lscs_mp” for
SGl and*“-lesssmp” for IBM). Theautoparallelizing
compiler optionsfor SGI and IBM were*-apo -mp”
and“-qsmp”, respectively. The|BM compilation
required aFORTRAN version of the LAPACK routine

Figure 2. Isosurface of vorticity magnitude showing 3-D,
finger-like vortical structures over a 3-D flexible panel

sincethisroutinewasnot inthe | BM Engineering and
Scientific SubroutineLibrary (ESSL). Theresulting
timesin seconds asafunction of the number of threads
aregiveninFigure 3. A parallel speedup of only 2.5
was attai ned using the autoparallelizing option for both
machines.

Figure 3. AERO performance obtained using autoparallelization
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Benchmarking AVUS, an Aerospace
CFD Solver for Unstructured Grids

Drs. Victor S. Burnley, Matthew J. Grismer, and Thomas C. Oppe

TheAir VehiclesUnstructured Solver (AVUS), formerly called Cobalt, , isa
paralel, implicit CFD codethat solvesthe compressible Euler and Navier-Stokes
equations subject to theideal gasequation of state. Two-dimensiona (2-D), 3-D, and
axisymmetric spaces can bemodeled. Unstructured gridswith arbitrary cell types
arepermitted. Thedevelopers’ goal wasto makeAVUSasgenerd, flexible, robust,
accurate, and easy to use aspossible. Thefundamental algorithm of AVUSiscon-
ceptually based on the exact Riemann solver of Godunov, afinite-volume, cell-
centered method that isfirst-order accuratein both space and time. However, in

practice, Godunov’sexact Riemann solver isvery expensive, so the more efficient Dr. Victor S. Burnley
method of Gottlieb and Groth isemployed. Second-order accuracy in spaceis Research Aerospace
patterned after van Leer’smonotone upwind schemefor scalar conservation laws Engineer
(MUSCL), wheretheflow stateisassumed to vary linearly withineach cell. The Air Force Research
linear variations (gradients) are constructed by acentral-difference, least-squares Laboratory

method that, inturn, issolved by QR factorization. In cellsrequiring limiting, the
gradientsare corrected to give aone-sided | east-squares scheme. First- and second-
order temporal accuracy isachieved using the unconditionally stable point-implicit
scheme asimplemented by Tomaro, Strang, and Sankar.

Second-order accurate viscousterms, loosely patterned after the work of
MacCormack, are added to the aboveinviscid agorithmto yield aNavier-Stokes
solver. Thetemporal accuracy of the viscoustermsisequivalent to that of the
inviscid terms. Several turbulencemodels, including the Spalart-Allmarasmodel,
Wilcox’sk-w model, and Mentor’s SST model, are availableto model thefine-scale
effectsof turbulence. Detached eddy simulations (DES) can also be performed with
AV US. Lastly, much effort was devoted to boundary conditionsto achieve high
accuracy withrobustnessand flexibility.

Themodel grid may be composed of cellsof arbitrary type (tetrahedra, quadrilater-
als, pyramids, triangles, etc.); different cell typesare permitted within the samegrid.

The set of boundariesforming each cell, called faces, may also bearbitrary (tri- Dr. Matthew J. Grismer
angles, pentagons, lines, etc.), though each cell boundary face should be convex. The Senior Research
gridisdecomposed into subdomainscalled zones, permitting parallel processingin Aerospace Engineer
which computationsin each zone are done by aseparate processor. Thedomain Air Force Research
decompositionisaccomplished using ParMETI S, the M PI-based paralle grid- Laboratory

partitioning library from the University of Minnesotathat performs both static and
dynamic graph partitioning. ParMETISishighly portableand easy toinstall ona
variety of platforms. AVUSuses ParMETI Sto partition amultidimensiona grid
among aset of processors, producing roughly equally sized zones so that the compu-
tational load among processorsiswell balanced. In addition, each zone hasamini-
mized surface area, thus reducing the amount of communi cation required between
zones. Consequently, AVUS s excellent scal ability may be attributed to two charac-
teristics: (1) good load balancing with minimal communi cations overhead, attributable
to ParMETIS, and (2) high computationa intensity requiring little communication.
Development of AVUS beganin 1990 at theAir Force Research L aboratory
(AFRL), Aeronautical SciencesDivision, Computational SciencesBranch. The
origina code, Cobalt_, was developed under the CFD CTA of the HPCMP's Soft-
wareApplications Support (formerly known asthe Common High Performance
Computing Software Support Initiative (CHSS!)) and can bedistributed only toU.S.

citizens. Dr. ThomasC. Oppe
AVUSiswritten entirely in standard FORTRAN 90 with the exception of one Computational Scientist
utility routine and the ParMETI Slibrary, which arewrittenin C. MPl isused to Eggg fﬂg;lfc’:
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achieveparallelism. Hence,
AVUSisquiteportableand
has been successfully run
onIBM SPs, SGI Origins,
Compag SC40/45s, the
Cray X1, Linux clusters,
and Mac OS X clusters.

AVUSiscommonly used
tomode fluid flow and
turbulence around complex
objects. For example,
Figure 1 depictsthe
surface-pressuredistribu-
tiononan F/A-18C, as
computed by AVUS. The
number of cellsinamodel
typicaly rangesfrom
several hundred thousand
totensof millions, whilethe
number of processorsused
rangesfromtensto
thousands, depending on
thesizeof thegrid.

For T1-05, two test
casesweresupplied. The
first test case, denoted the
standard input set, wasa
wind tunnel model of a

Figure 1. Surface-pressure distribution on an F/A-18C

wingwith aflap and endplates. It used 7,287,723 cellsand ran for 100 time-steps.
The second test case, denoted thelargeinput set, modeled ageneric pilotless
arcraft, or UAV (uninhabited air vehicle), using 24,040,002 cellsand running for
150 time-steps. Both of these caseswere 3-D and model ed turbul ent viscousflow
over complicated geometries. Each test case was defined by twoinput files: a
small ASCII (American Standard Codefor Information I nterchange) filedefining
theboundary conditionsand alarge | EEE (Institute of Electrical and Electronics
Engineers) binary filedefiningthegrid. Figures2 and 3 contain timing datafrom
running the standard and large data sets, respectively, on various M SRC platforms.
Superlinear speedups occur for several processor counts because of improved
cache performance asthe sizes of the subdomains decrease.

Figure 2. AVUS performance for the standard test case on selected DoD HPC platforms
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Figure 3. AVUS performance for the large test case on selected DoD HPC platforms

Benchmarking GAMESS, a Quantum Chemistry Code

By Drs. Paul M. Bennett and Mark S. Gordon

The Genera Atomic and Molecular Electronic Structure
System (GAMESS) isacodefor computationa quantum
chemistry, available at http://mww.msg.amed ab.gov/GAMESY
GAMESS.html. Itisanabinitio codein that material properties
may be cal culated from first principles, although semi-empirical
methodsare availableaswell. GAMESS evolved from an early
version of HONDO, which wasdevel oped using funding from
theNational Science Foundation (NSF), the Department of
Energy (DOE), and IBM. Devel opment continuesat lowa State
University with sponsorship from theAir Force Office of
Scientific Research and, morerecently, the DOE. Many indi-
vidualsand several research organizations have contributed to
the development of GAMESS. The contributionscan befoundin
the user’ sguide, which accompani esthe source code di stribu-
tion. The developerswould especially liketo acknowledge two
SoftwareApplications Support (formerly CHSSI) projects
funded by the DoD HPCM P that were used to devel op signifi-
cant portionsof GAMESS.

GAMESShasan extensive set of capabilities. Following
calculation of themolecular energy, GAMESS users may direct
the codeto cal culate analytic and numerical gradients, anaytic
and numerical Hessians, and other properties. GAMESSa so
providesavariety of wavefunctionsto usein the computations,
including restricted Hartree-Fock, unrestricted Hartree-Fock,

restricted open-shell Hartree-Fock,
multiconfigurationa salf-consstent field,
generdized valence bond, configuration
interaction, second-order perturbation theory,
and coupled cluster. A complete description of
the program’s capabilitiesand theinput
languageinterfacemay befoundintheuser’s
guide.

Dr. Paul M. Bennett Dr. Mark S. Gordon
Computational Head of Gordon
Scientist Research Group
CS&E Group Ames Laboratory
ERDC MSRC lowa State University
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GAMESSdoesnot use numerica gridsfor its
compuitations. Instead, integrasmodeling theenergies
of the electron shellsare computed using anaytic
expressionsand recursion formulae. Moredetailscan
befoundintheuser’sguide.

Figure 1 depictsaPOSS (polyhedra oligomeric
silsesquioxane) adsorbed on acluster that represents
the Si(100) surface. POSS are very important species,
asthey areresistant to extreme environments and can
function ascoatingsaswell asviscosity modifiers.
Considerable controversy hasarisen regarding thetwo
possible mechanisms (shown inthefigure) for adsorp-
tion of thisPOSS onto Si(100). Usingthe ERDC
MSRC Cray T3E system, Tejerinaand Gordon were
ableto usevery highlevelsof theory in GAMESSto
provide aconsistent and accurate comparison of the
two mechanisms.

The second data set, or largetest case, wasintended
to require about 1 hour on 384 CPUs and between 0.5
and 1.0 GBytes of memory on 256 CPUsof the
reference HPC system. Perfect scaling of parallel
computationisindicated by the dotted black lines. The

Compag SC45, thelBM 1350, and the|BM Power4+
al outperformed the reference system for thistest
case. All of the other systemstook longer. Only the
SGI Origin 3900 demonstrated superscaling. GAMESS
scaled well on all of the systems, with the IBM Power
4+ again giving theworst scalability.

Figure 2 presents benchmark data obtained during
the T1-05 hardware acquisition process. The bench-
mark dataconsist of two seriesof runs performed on
thereference HPC system, the |IBM Power4 p690 at
the NAVO M SRC, and several other DoD HPC
systems. Thefirst seriesof runs, called the standard
test case, used adata set intended to require about 1
hour on 64 CPUs on the reference system. Perfect
scaling of parallel computationisindicated by thedotted
black lines. Most systems outperformed the reference
system on thisbenchmark, with the best timespro-
duced by the Cray X1, the|BM €1350, and the | BM
Power4+. Only the Cray X1 demonstrated
superscaling. All of the other systemsscaled less
efficiently, withthe|BM Power 4+ |osing efficiency
most rapidly.

Figure 1. A POSS adsorbed on a cluster representing the Si(100) surface

ERDC MSRC &g Resource, Spring 2005
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TI-05 GAMESS standard test case

TI-05 GAMESS large test case

Figure 2. Benchmark data obtained for TI-05 acquisition process

_—
Benchmarking HYCOM, a Structural Grid Ocean Model

By Carrie L Leach

TheHY brid Coordinate Ocean Model (HY COM),
likeits predecessors, the Naval Research Laboratory
(NRL) Layered Ocean Model (NLOM) and the Miami
I sopycnic-Coordinate Ocean Model (MICOM), is
isopycnal (usestraditional isopycnicvertical coordi-
nates) in the open, stratified ocean. However, HY COM
utilizesahybrid (generalized) vertica coordinatethat
allowsanarbitrary partitioning between density coordi-

Figure 1. Tiling for a global domain

12

nates(i.e., isopycnals) and
depth coordinateson atime-
step by time-step basis, and so
smoothly trangtionstoaterrain-
following coordinatein shallow
coastal regionsand to z-level
coordinatesinthemixed layer
and ungtratified waters.

HY COM isan open-source

structured grid ocean model,

consisting of about 31,000 lines Carriel . Leach

of FORTRAN 90 code, Computational

downloadablefrom http:// Scientist

hycom.rsmas.miami.edu. CS&E Group
HYCOM’sbasic ERDC MSRC

pardldization strategy is

domain decomposition, i.e., theregionisdividedinto
smaller subdomains, or tiles, and each processor owns
onetilewith off-tile communication viaeither MPI or
Cray’sSHMEM library. Figure 1 showsonesuchtiling
for agloba domain, consisting of 600 (30 by 20)
approximately equal-sizedtiles, but 174 dl-landtilesare
discarded leaving 426 MPI tasks, each owning asingle
tile. Thisisthelarge TI-05 case, and each tile contains

ERDC MSRC &g Resource, Spring 2005



about 125 by 175 by 26 grid points.
A haloisadded around eachtileto
allow communi cationsto becom-
pletely separated from the compu-
tationa kernel. Rather than the
conventional one- or two-element-
widehalo, HY COM’shaloissix
elementswideand isconsumed
over severa operationsto minimize
communication. HY COM aso
dlowsparalld-izationvialoop-leve
OpenMPdirectivesaoneor via
both domain decomposition and
OpenMP.

Inthe TI1-05 benchmarking suite,
thetwo fully global HY COM test
cases are standard and large.
Theseare configuredin exactly the
sameway asnormal production
runs, other than shortening the
genera 30 modd -

a NAVO; Marcdlus, al,344-CPU
IBM POWER4 a NAVO; Habu, a
976-CPU IBM POWER3 a NAVO;
Emerad, a488-CPU Compag SC45
at ERDC; Opal, a488-CPU Compaq
SC40a ERDC; Silicon or Sand,
identica 504-CPU SGI Origin3900s
at ERDC; and Diamond, a60-M SP
Cray X1at ERDC. The X1times
wereobtained by running Cray’s
optimized versonof HY COM onthe
standard case. Thelarge case needs
aminimum of 64 CPUs(too many to
runon Diamond) andisconfigured
for amaximum of morethan 1,000
CPUs.
Performanceismeasuredinrun
time, whichisthetimein seconds
that TI-05 HY COM runsat the
given processor count. (Lower run

time meansbetter performance).
When acode’srun time decreases
asthe number of processorsin-
creases, thecodeissaid to “scale.”
Perfect scaling isdesignated by the
dashed black lines. Based on this
time performance, aconsi stent
ranking of thevariousplatformsmay
beseenin Figures2 and 3 except the
IBM P3andthe SGI Origin 3900
cross paths. Both test casesscale
well at the given processor counts.

Thisauthor ispleased to acknow!-
edgeDr. Alan J. Wallcraft, NRL,
Stennis Space Center, who provided
theHY COM test cases, Figurel,
and much of theHY COM back-
ground information, and alsogra-
cioudy offered suggestionsand
revisions.

day extent and
generating the
initial statefrom
representative
ocean profiles
instead of using
arestartfile. The
standard test case
runsone model-day
with 1/4° (equatorid)
resolution, while
the large test case
runshalf amodel-
day with 1/12°

resolution. In
each case arepre-
sentative amount

Figure 2. TI-05 standard HYCOM test case

of I/Oisincluded,
and thereported
timeiswal time
in secondsfor the
entirerun.
Figures2and 3
show thetest
cases timeperfor-
manceon the
following DoD
HPCMP machines:
Stryker, a2,304-CPU
IBM Cluster e1350
atARL; Kraken, a

2,800-CPU IBM
POWERA4+

Figure 3. TI-05 large HYCOM test case

ERDC MSRC &g Resource, Spring 2005
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Benchmarking OOCORE, an Out-of-Core Matrix Solver

By Drs. Samuel B. Cable and Eduardo D’Azevedo

OOCORE isthenamegiven by the
CS& E benchmarking group to the out-
of-core solver developed by the
SCALAPACK group a TheUniversity
of Tennessee at Knoxville. OOCORE
hasbeenincludedintheHPCMPTI
benchmark suite since 2004. Itsimpor-
tanceintheTI suiteistwofold. Firstly,
OOCORE can be configured to perform
by far themost disk 1/0 of any applica
tion codeinthesuite. Therefore, itisthe
best available application test of a
platform’sdisk 1/0 capabilities. Secondly, it
servesasthekerne of the SWITCH code
from Northrop-Grumman Corporation,
whichisrun by DoD HPC usersinvesti-
gating €l ectromagnetic signatures.
Including SWITCH inthe Tl bench-
markswasdesirablebut impossible
because SWITCH initsentirety isa
classified code. However, the bulk of the
cyclestaken up by atypical SWITCH
run are used by OOCORE, so
OOCORE can act as a useful
benchmarking surrogatefor SWITCH.

OOCORE isan out-of-core sol ver,
meaning that it solvesmatrix equations
too largefor the core memory of aset of
CPUsto contain. Inlieuof core
memory, it storesthe matrix datain
temporary filesonthemachine' sdisk,
henceitslargeamount of disk I/0. A
single OOCORE input parameter allows
theuser to artificially restrict theamount
of memory that can be used in storing
thematrix. Thus, largedisk 1/0 canbe
ensured when needed for testing pur-
poses such as benchmarking. OOCORE
can solvematrix equationsby LU, QR,
and Cholesky factorization. LU factor-
izationisusedin SWITCH, soit has
been chosenfor the Tl suitesaswell.
The TI-05 suite contained two runs of
OOCORE: astandard test caserun that
solved amatrix equation with 40,000
double complex unknownsand alarge
test case run with 69,000 double com-
plex unknowns. In both cases, the
machineswererestricted to storingin
memory ardaively smal maximumof 1.8
by 10° matrix €l ementsper processor.
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Figure 1 showsthe performance of
the most common DoD HPC platforms
running the T1-05 OOCORE largetest
case (69,000 double complex un-
knowns). Theparticular DoD machines
representing thevarious platformshere
arelistedin Table 1. OOCORE was
indeed run on all theDoD MSRC HPC
machines. Ingenerd, different machines
of the sametype behaved very smilarly,
asexpected. Figure 1 clearly showsthat
OOCORE scalesvery well on most
platforms. That is, increasing the number
of processors by somefactor cutsthe
runtimeby approximately that same
factor. Scaling on the standard test case,
not shown here, was even better. The
only obviousexceptionstoitsgood
scaling appear in the Compaq machines,
and, at very high processor numbers, the
SGI Origin 3800 andthelBM POWER4+.
The SGI Origin 3800 and theIBM
POWERA4+ show diminishing returns
from added processorsat their highest
processor numbers. For the SGI Origin
3800, al.5increasein processor number
from 256 CPUsto 384 cutstheruntime
by afactor of only 1.2. For the IBM
POWERA4+, atwofold increasefrom
1,024 processorsto 2,048 cutstherun
time by afactor of 1.25. One should
notethat DoD HPC userscurrently run Dr. Eduardo D’ Azevedo
their codesonly very rarely aboveafew Computational
hundred processors. Mathematics

Inthe Compag SC40 data, theoverall Group Lead
scaingisreatively flat comparedwiththe Oak Ridge National
idedl case. The SCA45 competeswell with Laboratory
theother DoD platformson most of the
TI-05 codes. Its performance on
OOCORE is, therefore, lessthan
expected. The Compaq SC45 typically
achieved about 330 MFL OPS/proc onthe
40,000 unknowns case and about 425
M FLOPS/proc with 69,000 unknowns.

TheseFL OP(fl oating-point operationsper
second) ratesareabout 16 and 25 percent,
respectively, of itstheoretical peek rate.
Severd other platformsachieved ratesof
25-35 percent of peak. Whenrunning the
40,000 unknowns caseat | ow processor
counts, the Compag SC45 was slower

Dr. Samuel B. Cable
Computational Scientist
CS&E Group
ERDC MSRC
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Figure 1. OOCORE performance for TI-05. The dashed line is a guide to the eye, indicating perfect scaling
of run time with number of processors. Specifically, perfect scaling is exhibited in any curve running
parallel to the dashed line

than the Compag SC40, which hasavery similar
architecture but aslower clock. The Compagq SC45
datashown hereweretaken from ERDC'sEmerald
machine. ASC’'s SC45 hpc10 ran even slower, taking
91,242 secondsto factor thematrix for the 69,000 un-
knowns case on 64 processors (150 MFL OPS/proc) and
52,105 seconds on 128 processors (137 MFLOPS/
proc). Asiswell-known, the Compaq SCsareredatively
limited in disk 1/0 speed compared with some other

RDC MSRC &g Resource, Spring 2005

platforms. Theseresults, then, probably reflect
OOCORE'sintensity indisk 1/0 operations. Why
OOCORE stressesthe Compag SC45 so much more
than the Compag SC40isunknown but ispossibly related
totheEmerald machine sdisk configuration.

Author Dr. Eduardo D’ Azevedo, Oak Ridge National
Laboratory, isaprimary author of the OOCORE code.
Author Dr. Samuel B. Cableran the OOCORE bench-
marksfor TI-05.
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Benchmarking OVERFLOW 2, a Structured CFD Code

Drs. Pieter G. Buning and Samuel B. Cable

Complex, unsteady flow problems
abound in aerospace applications. From
winged flight to propulsion systemsto
internal flows, moreand morefluid
dynamics problemsare being tackled
using computational simulations. OVER-
FLOW 2isaflow solver for modeling
compressible, viscousflow, witha
moving body capability. Itisthe product
of merging the National Aeronauticsand
SpaceAdminigration (NASA)-devel oped
OVERFLOW codewiththe 6-degree-
of-freedom moving body smulation
techniquesincorporatedin OVER-
FLOW-D, developed by Dr. Robert
Meakin and colleaguesat the U.S. Army
Aeroflightdynamics Directorate at
NASA Ames Research Center in
Cdifornia.

Begunin 1990, OVERFLOW devel-
opment wasfunded by the Space Shuttle
Program Officefollowing the Challenger
accident. The code was an outgrowth of
existing CFD codesand methodsin use
at NASA Amesand wasused primarily
to smulate aerodynamic loading onthe
shuttlelaunch configuration during
ascent, including Orbiter, Externa Tank,
and Solid Rocket Boosters. Further
applicationswere pursued in anumber
of areas, including powered lift, ad-
vanced subsonic and supersonic trans-
port design, and launch vehicle aerody-
namics. Themoving body capability
(which became OVERFLOW-D) was
also funded by the shuttle project, but
included collaboration with theAir Force
Arnold Engineering Development Center
and later theArmy Ballistic Research
L aboratory. Applicationsof thiscapabil -
ity included store separation, submunition
dispense, and rotorcraft dynamics.
OVERFLOW 2iscurrently being used
for avariety of civil- and defense-related
applications, including space shuttle
return-to-flight, capsule unsteady
aerodynamics, rotorcraft and wind
turbine aerodynamics, businessjet and
antennafairing design, and anovel dart-
dispense problem by the Navy.
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The OVERFLOW 2 code simulates
the Reynol ds-averaged Navier-Stokes
equationsof fluid motion usingfinite
differencesand implicit approximate
factorization methods. Thisinvolvesthe
solution of aset of penta-diagonal
matricesfor every step asthe equations
areiterated to asteady-stateresult, or
every subiteration for atime-accurate
process. Theairflowissmulated ona
set of structured computationa grids
representing the volumeabout avehicle.
Theuseof structured gridsallows
efficient memory accessand matrix
solution proceduresto be employed.
However, these grids can be overlapped
inavariety of waysto more conve-
niently represent complex shapesand to
allow relative motion between bodiesor
components, such astherotating blades
andtilting nacelles of theV-22 Tiltrotor
(Figure 1). Communication betweenthe
component gridsishandled through
automated hole cutting and interpolation
of boundary information.

Paralel computingin OVERFLOW 2
isaccomplished using ahybrid approach.
At the coarse-grained level, component
gridsare subdivided (if necessary) and
collectedinto groups. Each groupis
assigned to aprocessor or group of
processors, with communication be-
tween groupshandled using MPI. The
solution procedurefor each component
gridincludesfine-grained paraleism
using OpenM P, with each diceof the
grid processed in paralel. With these
two techniques, efficient use can be
made of both shared- and di stributed-
memory architecture platforms.

InTI-05, OVERFLOW 2wasrun
with two test cases, astandard test case
withabout 30 milliongrid points(30MGP)
and alargetest casewith 120 million
grid points (120MGP). Figure 2illus-
tratesthe performance of themore
common DoD HPC architecturesin
running the 1220M GP case of OVER-
FLOW 2. Overal performanceonthe
codeisasexpected. The Cray X1isthe

Dr. Pieter G. Buning
Aerospace Engineer
NASA Langley Research
Center

Dr. Samuel B. Cable
Computational Scientist
CS&E Group
ERDC MSRC

fastest machine, followed
by therdatively fast IBM
€1350, the|BM P4+, and
the Compag SC45. The
SGI Origin 3800, a
somewheat older platform,
istheslowest. The P4+
performanceissignifi-
cantly better than theold
P4 performance (not
shown), which performed
smilarly tothe Compaq
SC45.

Codesarerunon
multiple processorsto cut

ERDC MSRC &g Resource, Spring 2005



run time by distributing theworkl oad among the proces-
sors. A code“ scaleswell” if increasing the number of
processors by somefactor cutsthe runtime by ap-
proximately that samefactor. Scaling inthe standard
test case was quite good on most platforms. Figure 2
showsthat the OVERFLOW 2 largetest case scaled
well onthethree| BM machines. (Insufficient data
wereavailableto determinethe scaling onthe X1, but it
isshowing good scaling in T1-06.) Scaling onthe SC45
wasmarginal, while scaling on the SC40 and the SGI
machineswas problematic. The SGI Origin 3800
behavesrather erratically inthe 1220M GP case, sharply
increasing runtimefrom 128 to 256 CPUs, and then
decreasing again from 256 to 384 CPUs. The SGI
Origin 3900 and the Compaq SC40 both runthe

120M GP case more slowly at 384 CPUsthan at 256
CPUs.

InTI-06, OVERFLOW 2 isscaling much better on
these previoudy problematic platforms. Runtimesof al
casesrun so far are monotonically decreasing across
theentirerange of processors. Thisimprovementis
duein part to interactions between the OVERFLOW 2
developersand the T1-05 application benchmark team.
In TI-05, the SGI machineswere determined to be
taking inordinately long timesto read theinput data.
Subsequent improvementsin OVERFLOW 2 remedied
thisproblem.

Author Dr. Pieter Buning isthe primary author of the
OVERFLOW 2 code. Author Dr. Samuel B. Cable
ran the OVERFLOW 2 benchmarksfor TI-05.
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Figure 1. A|rflow about the V- 22 Tiltrotor as calculated by OVERFLOW 2 (Graphlc courtesy of Mark Potsdam,

U.S. Army Aeroflightdynamics Directorate, NASA Ames Research Center, CA)

Figure 2. Run times of OVERFLOW 2 on common DoD HPC platforms. The dashed line is a guide to the eye,
indicating how run times would scale on perfect multiprocessor machines. Specifically, perfect scaling
is exhibited in any curve running parallel to the dashed line

ERDC MSRC &g Resource, Spring 2005
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Benchmarking RF-CTH, a Shock Physics Code

By Robert W. Alter

RF-CTH (Reduced Functionality CTH) was synthe-
sized fromthe 1999 export controlled version of CTH,
to provide anonexport controlled benchmark codefor
theDoD TI program. CTH isafamily of codesdevel-
oped by SandiaNational Laboratoriesfor modeling
complex multidimensiond, multimaterid problemsthat
are characterized by large deformation and strong
shocks. CTH iswidely used inthe DOE and hasbecome
oneof themost heavily used gpplicationsintheDoD
research community. Sincethe beginning of the Tl
process, either CTH or RF-CTH hasbeen oneof the
benchmark codes. RF-CTH haslimited capabilitiesto
makeit nonexport controlled ascompared with thefull
versonof CTH, butit wasdesignedto exhibit thesame
benchmark performance as CTH. Development of RF-
CTH wasdoneinanefforttofacilitatethe T1 process,
whereby the HPC vendors do not haveto sign export
control agreement to get acopy of the source code.

CTH isanacronym of an acronym; it standsfor
“CSQtotheThree-Halves.” CSQ standsfor
“CHARTD Squared,” where CHARTD standsfor
Computational Hydrodynamicsand Radiative Thermal
Diffusion. CHARTD, CSQ, and CTH are 1-, 2-, and
3-D codes, respectively. CTH can becompiledasa
serial or asaparallel MPI execution. The CTH soft-
warefamily consistsof CTHGEN, which setstheinitial
configuration of the problem; CTHREZ, which rezones
the problem; CTHPLT, which producesgraphicsat
specified intervas, and CTH, which computesthe
physicsmodels(Hertel etal.). CTH isatime-domain,
structured-grid, Eulerian codethat canrunin 1-, 2-, or
3-D and commonly used Cartesian or cylindrica

the 1999 version of CTH by
stripping thecode, physical
modesand material properties

that make CTH export con-

trolled. Thebasic shock
hydrodynamicswereretained,

but all of the advanced material

equations, facture models, and

model s of explosivebehavior Robert W. Alter
wereremoved. A SimpleLine Computational
Interface Construction (SLIC) Scientist
model wasretained for the CS&E Group
material interface reconstruc- ERDC MSRC

tionmodeling. Findly, all FORTRAN comment lines
wereremoved to makeit virtually impossibleto restore
any lost capability. To datethe T test caseshave
modeled arod penetration into athick plate. For
example, the T1-05 standard test case used an adaptive
mesh (AMR mesh) modeling a7.67-cm-long rod made
of 10 materials penetrating aplate made of 8 materials
at aobligueangleof 73.5 degreesand having aninitial
velocity of 1,210 meters per second. Each MPI process
could have amaximum of 520 blocks, where each
block contained 8 by 8 cells, with amaximum of five
mesh refinement levels. The T1-05 largetest case used
afixed grid requiring 240 GBytes of memory divided up
by the MPI process. Thegrid had 200 million cells
modeling the samerod and plate asin the standard test
case.

The performance of someof theexistingMSRC
hardwarefor the standard T1-05 test casesispresented in
Figure 1. Thebenchmark performancewasobtained on

coordinates. Itiscapableof using
adaptive mesh refinement (AMR)
to partitionthegrid or use
CTHGEN to partitionthegrid
onto each MPI process. CTH is
capable of modeling material
strength, factures, porous materi-
as, and high-explosivedetonations
(Hertel etal.), wheremultiple
materialsand voids can occupy a
singlecompuitationa cell.
RF-CTH wasdevel oped from

Hertel, E. S, Jr.; Bell, R. L.; Elrick, M. G;
Farnsworth, A. V.; Kerley, G |.;
McGlaun, J. M.; Petney, S. V.; Silling, S.
A.; Taylor, P. A.; and Yarrington, L.,
CTH: A Software Family for Multi-
Dimensional Shock Physics Analysis,
Proceedings of the 19th International

Symposium on Shock Waves, Volume 1,
pages 377-382, Marseilles, France, 26-30
July 1993.
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Figure 1. RF-CTH performance for TI-05
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thefollowing HPC systems:. the 1.3-GHz IBM POWERA4
(Marcdlus) at theNAVO MSRC, the 700-MHz SGI
Origin3900s(Sand/Silicon) a the ERDC M SRC, the
1-GHz Compaq SC45 (Emerd d) at the ERDC MSRC,
the1.7-GHzIBM POWER4+ (Kraken) at theNAVO
MSRC, and the 3.06-GHz LNX Xeon cluster (Powell) at

theARL MSRC. Thestandard T1-05 test case scalesup
to 64 processing d ements (PES), withthe|BM
POWERA4+ (Kraken) demonstrating the best perfor-
mancewith anext-best performance onthe Compaq
SC45 and IBM POWER4 (Emerdd and Marcdlus).

Benchmarking WRF, a Next-Generation Weather Research

and Forecasting Model
By John G. Michalakes and Dr. Thomas C. Oppe
TheWeather Research and Forecast (WRF) project

isalarge, multi-ingtitution effort to devel op anext-
generation mesoscal eforecast model and assimilation

system designed to advance both the understanding and

the prediction of mesoscal e precipitation systemsas
well as promote closer tiesbetween the atmospheric
research and operational forecasting communities.
WREF can be applied to problemsin storm-scalere-
search and prediction, air-quality modeling, wildfire
smulation, hurricaneand tropical storm prediction,
regiona climate, and operational numerical westher
prediction (NWP) (Figurel).

Figure 1. Still image from a WRF simulation of
Hurricane lvan in September 2004. (For the WRF
animation of the hurricane, see www.mmm.ucar.edu/wrf/
WG2/wrf_moving_nest.gif)

WRFissmilar to MM5, the PSU/INCAR Mesoscale
Model, in many respects, and both codeshavea
common ingtitutional heritageinthe NWPcommunity.
The development of WRF started in 1998, but the code
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John G. Michalakes Dr. ThomasC. Oppe

Senior Software Engineer Computational

Mesoscale and Scientist
Microscale Meteorology CS&E Group
NCAR ERDC MSRC

wasin planning beforethat time. Thefirst alpha
community release of the software occurred near the
end of 2000. A mgjor betarel ease of the software
occurredin May 2003 asWRF 1.3. A full research
community rel ease occurred in May 2004 asWRF 2.0.
Operational implementation of WRFisunderway at the
National Oceanic and Atmospheric Administration
(NOAA) Nationa Centersfor Environmental Predic-
tion (NCEP) and at the U.S. Air Force Weather
Agency (AFWA). A joint NOAA/Nationa Center for
Atmospheric Research (NCAR)/DoD Developmental
Testbed Center has been formed to facilitatethe
ongoing testing, eva uation, and transition of new
developmentsfrom the research community into
operationsat NCEP, AFWA, and at the U.S. Navy.
WRFwasintroduced into the DoD HPCM P application
benchmark test suite asaclimate/weather/ocean
modeling and simulation (CWO) component with T1-05.
Theversionused wasWRF 2.0.2.

The WRF Modd contains numerous optionsfor
physical parameterizationsand two choicesfor dynami-
cal core, providing maximum flexibility acrossingtitu-
tionsand applications. The NCAR-developed Ad-
vanced Research WRF (ARW) used for thisbench-
mark employsatime-split high-order Runge-K utta



method to integrate aconservative formulation of the
compressi ble nonhydrostati c equationsfor massand
momentum. ARW issupported to the research commu-
nity asWRF Version 2 and is undergoing operational
implementation at theAFWA. NOAA/NCEP opera-
tional implementation of WRFisusing dynamics
adapted to the WRF Advanced Software Framework
(ASF) from the Nonhydrostatic M esoscale Model
(NMM). TheNaval Research Laboratory Marine
Meteorology Divisionisadaptingthe COAMPS
(Coupled Ocean/Atmospheric Mesoscal e Prediction
System) model so that both COAMPS and WRF will
useunified physicsthrough acommon interfacewithin
the WRF framework; in addition, COAMPS and WRF
will beinteroperable with respect to dataconventions
and formats.

One of thekey objectivesin the WRF project has
been devel opment of asoftware framework for
mesoscale modeling that isefficient, portable, maintain-
able, and extensible, thusallowing incrementa and
rapid development of new agorithmswhilemaintaining
overall consistency and adherenceto architecture and
interface requirements. The WRF 2.0 rel ease supports
thefull range of functionality envisioned for themodel,
including efficient scalable performance on arange of
HPC platforms, multiple dynamic coresand physics
options, low-overhead two-way interactive nesting,
moving nests, support for model coupling, and
interoperability with other common model infrastructure

effortssuch asthe Earth System Modeling Framework
(ESMF). TheWRFASF featuresamodular, hierarchi-
cal organization of the softwarethat insulates scientific
codefrom parallelism and other architecture-, imple-
mentation-, and install ation-specific concerns. This
design hasalso been crucial for managing the complex-
ity of asingle-source-code model for arange of users,
applications, and platforms. A flexible approach for
paralldismisachieved through atwo-level decomposi-
tioninwhich themodel domain may be subdividedinto
patchesthat are assigned to distributed-memory nodes
and then may befurther subdivided intotilesthat are
allocated to shared-memory processorswithin anode.
Model layer subroutinesarerequiredto betilecallable,
that is, thread-safe and callablefor an arbitrarily sized
and shaped subdomain. All datamust be passed
through theargument list (state data) or defined locally
withinthe subroutine. No COMMON or USE-associated
state array with adecomposed dimensionisallowed.
Domain, memory, and run dimensionsfor the subroutine
arepassed separatel y and unambiguoudly. Thisgpproach
addressesall current modelsfor parallelism (single-
processor, shared-memory, distributed-memory, and
hybrid) and isflexiblewith respect to processor type:
tilesmay be sized and shaped for cache blocking or to
preserve maximum vector length.

WRFiswrittenin FORTRAN 90and C. It uses
MPI callsand OpenM P compiler directivesto achieve
parallelism. WRF currently runsonthefollowing systems:

Figure 2. WRF performance on selected DoD HPC platforms
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IBM SP, SGI OriginandAltix platforms, Compag SC45and
AlphaTrueb4 platforms, Cray X1, and Linux clustersusing
Alpha, Pentium, X eon, Itanium, or Opteron processorsand
Intel or Portland Group compilers.

The WRF TI-05 benchmark consisted of one case, called
the standard case. Thiscase was a48-hour Continental
U.S. (CONUS) simulation using a12-km spatial resolution
inthe horizonta dimensions. The horizontal grid was425 by
300 cellsand also had 35 vertical levels. Input and output
for the T1-05 benchmark test case was generally doneusing
NetCDF, athough two largebig-endian |EEE binary files

By Cal Kirchhof and Henry Newman

Synthetic benchmarksused in T1-05 are agroup of tests
developed by Instrumental, Inc., for the DoD HPCMP. The
varioustests measure the performance of all themain
subsystems of HPC systemsand provide apicture of the
best features the machine hasto offer, aswell aswhere
bottlenecks or design flaws can negatively impact the
systemasawhole.

Thegod of thesyntheticsisto understand the“Whys?’ of
meachine performance. Whiletheapplication benchmarksmight
show that two machinesproposed from two vendorshave
different run times, the synthetics can point to thereason of the
performancedifference, which can be somethingassmpleas
clugter interconnect latency. The SyntheticsBenchmark Suite
comprisesfivegroupsof tests, CPUBench, MEMBench,
NETBench, OSBench, and Streamingl O.

CPUBench containsaseries of teststhat measuresingle
CPU compurtational performance of common computational
kernels. Thesetestsare performed in acache-friendly and
cache-unfriendly way with multiple operand sizes(32- and
64-bit words) and with both C and FORTRAN compilers.
Theresultsof these nearly 150 tests can be plotted to show
a3-D surface of the profile of each system’s computational
propertieswith respect to cache, word size, and compiler
choice. CPUBench a so hasmulti-CPU testsusing various
linear algebralibraries(BLAS, SCALAPACK, anda
parallel conjugate gradient solver) that measurethe
scalability of thesystem for parallel applications.

Since memory subsystemstypically operateat clock-
cycleratesmany timesslower than CPU-instruction execu-
tion times, memory performancesignificantly affectsoverall
HPC system performance. MEM Bench testsmemory
performance by measuring avariety of memory operations
invarying patternsto show how memory read-ahead
performs, how memory stride patternsaffect overal
memory bandwidth, and how memory operationsperformin
aparallel environment. More complex memory-access
operationsaremeasured with severa Fast Fourier Transform
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and several small ASCI| filescontaining input data
toinitialize particular physics packageswereaso
required. NetCDF was used for the creation of the
main output file containing the statefield variables.
Themodel wasrunindistributed-memory paralle
mode, for which WRF can scalein the 60- to 80-
percent parallel efficiency rangeto approximately
256 processors. Figure 2 givestheruntimesfor
WRF on selected HPC platformsinthe DoD
MSRCs.

—_—
Synthetic Benchmarks for TI-05

Cal Kirchhof Henry Newman
BPA Program Manager Chief Technical Officer

Instrumental, Inc. Instrumental, Inc.

(FFT) testsat various matrix sizes, and using both
MPI and OpenM P paralel-programming libraries.
NETBench measuresthe performance of the
network of interconnected CPUsin acluster or
other multiprocessor system. Inthese systems, a
CPU may berequired to perform asignificant
amount of memory accesses from remote nodes.
Poor performance on these operations can have
severeimpacts on general system performance.
NETBench measures performance of blocking
and nonblocking transfersfrom onenodeto
another, collective broadcasts (one node sending to
all other nodes), and the collectiveAllreduce test
(onenodereceiving transfersfrom all other
nodes). Additionaly, NETBench measuresthe
ability of theinterconnect to respond to rapidly
changing back-and-forth transfers (ping-pong
operations) that are both blocking and nonblocking
aswell ashi-directional, blocking and nonblocking
ping-pong operationswith blocksup to 16 M Bytes.
OSBench measuresthe operating system’s
performance on various system calls. It measures
read and write performancefor both external
storage and pipes. OSBench measuresthe ability
of the operating system to scaletransmission-
control-protocol (TCP) performanceover arange
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of CPU counts. It also measuresthe operating
system’s performance on IPv4 and | Pv6 networking
stackswith test strategiessimilar to ping-pong testsin
NETBench.

Over theyearswherethe syntheticsbenchmarkshave
been used, |OBench hasincluded anumber of intensel/O
testssometimesrequiring many hourstorun. InT1-05,
OBench was scaled back and replaced with
StreaminglOtotest smple, but large, 1/0 operations
involving sequentia writes, sequentia reeds, and full
duplex read/writes(i.e., Smultaneousreading and writing).

The benchmarking process beginswith the vendors
running the application and synthetic benchmarkson
systemsthey hopeto sell tothe U.S. Government. The
vendorspick systemsand configurationsthey feel will
meet or exceed the Government’s needsand run the
benchmarks on those systems. After the U.S. Govern-
ment procuresasystem, the benchmarksarerunagain
to ensurethat the systems are delivering the perfor-
mance as promised. Each year asapart of the current
TI process, the benchmarksarerun again. This
providesan updated ook at how the systemisperform-
ing based onits configuration at that point; and com-
bined with theresultsof all the systemsinthe HPCMP,
it providesabaselinefor what the Government will
requirefrom vendorsintheupcoming Tl cycle.

Application and synthetic benchmarksare used
together in measuring and evaluating systems. The
application benchmarks providereliable measures of

how those representative appli cations can be expected
to perform on systemsunder evaluation, aswell as
good indications of the performance of similar codes.
When applications have unexpected benchmark results
with respect to aparticular type of architecture or
configuration, the synthetic benchmark resultscan be
used to focuson particular subsystemsor interactions
among subsystemsto track down the cause of unex-
pected results, good or bad.

Synthetic benchmarkswereintroduced in FY 2001
and have been continually upgraded and enhanced
sincethat time. Many of the changesincreased the
coverage of various aspects of the systemsand sub-
systemstested. Extensive changes have been madeto
some of the variables measured, as has been the case
with 10Bench. For TI-06, anumber of theindividual
tests have been combined into asmaller set of tests,
and some have been dropped either becausethey are
now outdated or have been found to be redundant. The
goal for future versions of the Benchmark Suitesisto
reducethetimerequired for the vendorsto prepareand
execute them. Thismay beaccomplished by cutting
back on the number of testsor by increasing thelevel
of automation, whilestill maintaining complete system-
measurement coverage. Astechnol ogy changesand
new features are added to HPC systems, the bench-
mark testswill changeto ensurethat those featuresare
properly measured and eval uated.

Benchmarking the Locality Space with HPCC

By Dr. Paul M. Bennett

TheHigh Performance Computing Challenge
benchmark, or HPCC, complementsthe LINPACK
benchmark, whichisused to rank HPC systemsin the
Top 500 list according to their performance. Assuch,
HPCC isasynthetic benchmarking program. It in-
cludesthe LINPACK benchmark to measurethe
floating-point rateto solve adense system of linear
equations. However, HPCC performssix additiona
benchmark teststo determinethe overall capabilities of
thesystemsrunningit.

Thefirst of theseisadouble-precision matrix-matrix
multiplication, performed by theBasic Linear Algebra
Subprograms(BLAS) agorithm DGEMM, to deter-
minethe performanceratefor double-precision float-
ing-point execution. The second benchmark measures
the sustainable-memory bandwidth and corresponding
computation ratefor asimplevector kernel. After that,
HPCC performsaparallel matrix transpositionto
determinethetotal communication capacity of the

22

system’s network. HPCC then
measurestherate of integer
updatesto random memory
locations, after whichit
measuresthe computation
ratesto perform adouble-
precision complex FFT. HPCC

finishesitswork with aset of Dr. Paul M. Bennett

teststhat measurethe latency Computational

and bandwidth of several simul- Scientist

taneous communi cation patterns. CS&E Group
Thebenchmark routines ERDC MSRC

performed by HPCC can be used to bound the perfor-
mance of many typical HPC applicationsin termsof
gpatial and temporal locality, four of which arepre-
sented in Figure 1. Each of HPCC'sbenchmarking
routinesis characterized by acertain degree of spatia
and tempora locality in dataaccess patterns, according
towhichthey areplotted inthefigure. Eachroutineis
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Figure 1. Bounding the performance of four typical HPC applications in terms of spatial and temporal locality

used inglobal tests, embarrassingly paraldl tests, or
single-processtests, asindicated by theletters G, EP,
and SP.

HPCC producesatext filethat the user can submitto
theWeb site http://icl.cs.utk.edw/hpec by following the
link to upload data. At thetime of writing, benchmark
resultsfor 54 systemscan befound at that site by
followingthelink to view theresults.

Theon-lineresults can be displayed according to any
oneof severd different criteria, including speed of the
CPU, manufacturer of the CPU, manufacturer of the
HPC system, and so on. At thetime of writing, each
system hasfive or eight benchmark times of various
categories, which together describeitsoverall perfor-
mance. Notably, no one system outperformsall others
inevery category. For example, whilethe ERDC
MSRC'sCray T3E outperformed al other listed
systemswith the best random access performance, it
had only 9.4 percent of the top performance on the
LINPACK, or HPL, benchmark. Thelisted system
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with the best High Performance LINPACK (HPL)
performanceisthe Cray X1 at Oak Ridge National
Laboratory.

The HPCC benchmark was produced at the |nnova-
tive Computing Laboratory (ICL) at the University of
Tennessee, Knoxville, through aproject sponsored by
the National Science Foundation (NSF), DOE, and
Defense Advanced Research ProjectsAgency
(DARPA) HPC systems. The DoD HPCMP was
askedtoassistin Fall 2003 by performing HPCC
benchmarkson HPC systemsat each MSRC. Severd
updates have been made to HPCC sincethat time, and
the ERDC M SRC continuesto provide assistance by
maintai ning current HPCC benchmarks. Moreinforma:
tion about HPCC can befound at the above-mentioned
Web site.

Theauthor would liketo acknowledge Dr. Piotr
Luszczek, ICL, at the University of Tennessee, for his
suggestionsand assistancewith thisarticleand the ICL
team for the Figure 1 graphic.
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Stat.pl: Automating the Scoring of Benchmark Systems
By Drs. Alvaro Fernandez and William A. Ward, Jr.

Thisarticledescribestherational e and methodol ogy used to assign benchmark
scoresto HPC machinesin the HPCMP. It also showstheinput data needed and some
sampleoutput.

Certain termsand conceptsare key to understanding the rational e behind the scoring
schemethat has been devel oped. Of these, two of the most important termsarethe
baseline system (BL S) and the system under test, or SUT.

TheBLSisaparticular system, chosen anew every year from systemsinthe
HPCMP. During T1-05, for example, the machine chosenwasMarcellus, an IBM
Power4 |ocated at the NAVO M SRC. Thecriteriafor choosing aBL S are speed,
stability, and maturity. Thus, whilethe BL S should not be an old machine, neither should
it bethe newest in the Program. Fast and dependable are both key in the selection of

theBLS.

In general terms, the scoring procedure seeksto measure the performance of each
SUT relativeto the chosen BLS. In benchmarking, the performance of any systemis Dr. Alvaro Fernandez
typically measured by recording thewall time* for the execution of certain specific Computational Scientist
codes (benchmark codes) for given numbers of processors. The expectationisthat the CS&E Group
wall time needed to execute agiven code will decrease asmore processorsare ERDC MSRC

brought to bear on the program being run. When this decreaseis both significant and
steady, the benchmark codeissaid to scalewell. Inthisvein, the scoring scheme
described here rewards good scaling behavior with ahigher score and conversely
punishes bad scaling with alower score. Thisrational e should be kept in mind asthe
scoring procedureisdescribed.

To begin, each benchmark codeisrun onthe BLSto generate at least two (and
preferably threeor more) wall times T, T, T,,... at increasing processor counts
n,,n,n,,.... Oneof these processor countsis predetermined and is called the baseline
number of processors. Thetimeneeded to run the given code onthe SUT using this

baseline number of processorsiscalled the baselinetime, or BLT.

Thesetimesaretheninverted to obtain anew quantity, called performance P = %— :
For each SUT, theresulting data, composed of processor/performance pairs

(n,P), arefitto apower law P(n) = an® by performing alinear |east-squaresfit. Dr. William A. Ward. Jr,
With BLT, aand b computed, anew quantity, cpus_std, can be computed as CS&E Group Lead
) ERDC MSRC
cpus_std = (—\ i
-S4 aBm)

Thisformulatakesthe BLT, recorded fromthe BL S, and usesit to compute the number of processorsof the
SUT that would be needed to match the baselinetime of the BLS. Then, an alternate quantity iscomputed:

t t
cpus alt = (cpus@max )(max ) .
BLT
Both cpus_std and cpus_alt are an attempt to expressthe performance of the SUT in unitsof BLS processors.
However, while both quantitiesusethe BLT, cpus_std usesthe power law and its coefficients, whilecpus_alt
effectively performsalinear interpol ation based on the number of processors used when the maximumwall time

for thistest case was measured (cpus@max_t).

! Thetimean observer, looking at aclock ontheofficewall, would measurefrom the start of aprogramtoits
successful end.
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Some additional quantities needed to computethe overall scoreareasfollows:
1. Compute_cpus:. the number of processorsthe SUT hasavailablefor processing
2. Machine_fraction: thetypical fraction of thetotal machinethisbenchmark codesuses(e.g., 1/16)

Onceall the preceding quantities are computed, the complete cal cul ation of the score essentially employsthe
curvefit to project the performance of the SUT at the required number of CPUsfor each test case. Oncethat is
accomplished, theoverall scoreis computed taking into account the scaling of the code (the exponent “b”) and the
number of CPUsthe codetypically would use (compute_cpusand machine fraction).

...implementation of scoring algorithm

Processing of thisinformationisautomated by Stat.pl, 2,000-line Perl script. Theinput dataare organizedinto
hierarchical objects, or blocks. Thetypesof blocksare system blocks, test case blocks, and score blocks. System
blocks describe the attributes of the computer system, such asits name, interconnect, etc. Each system block may
contain one or moretest case blocks, which contain actual runinformation, such as processor countsand wall
times. Scoreblocks contain information relating to all systemsand test cases being processed, e.g., theBLS's
name, how many CPUsit has, the machinefractions. Thereisone system block per SUT and one overall score
block.

Stat.pl readsin these blocksfrom properly formatted text files and generates one spreadsheet in comma
separated value (CSV) format for each test case. These spreadsheets summarizethe statisticsfor each SUT in
thegiventest case.

Stat.pl also generatesmultiple PDFfiles (onefor every test case) contai ning performance plots, atypical
exampleof whichisshowninFigure 1. The SUT for thisexampleisMarcellus, the BLS. The benchmark code
AVUSisbeing run asalargetest case. One notes the reported parametersfor the curvefit (a, b, and rsq) are
reported inthe plot. The exponent b isdlightly morethan one, indicating better than linear scaling; rsqisalso one,
indicating agood fit. TheBLPand n_BL P are both plotted on the performance curve.

Futurework will include embedding the scoring procedure and itsdata structuresin adatabase, aswell as
providing asmoother interface to the price/performance/workload all ocation optimizer.

Figure 1. Arepresentative plot generated by Stat.pl for the AVUS benchmark code running on Marcellus.
One can note the power law exponents reported. Scaling is excellent
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Analyzing Price per Performance

By Dr. Roy L. Campbell, Jr.

Analysisof price-per-performance, one of severa
important aspects considered duringan HPCMPTI,
involveshundredsof parametersranging fromindi-
vidual benchmarking resultsto offered system pricing;
therefore, areliabletool that tiesall of these quantities
together can prove essential when conducting an HPC
acquisitionworthtensof millionsof dollars. The
HPCM P optimizer isanear-rea-time, task-parallelized,
linear optimization solver that processespricing,
benchmarking results, acquisition budget limitations, and
acryptic description of thetarget workload into two
outputs—themost critical of whichistheideal quantity
of each offered system that should be purchased and
thelesser being theideal alocation of systems(both
elementsbeing gauged solely intermsof price-per-
performance). Put ssimply, to the extent that the applica-
tion test cases constructed by the performanceteam
arerepresentative of thetrue workload, the HPCM P
optimizer determineswhat systemsto buy and how
work should be distributed among the sel ected and
already owned systemsin an optimal sensewhen
consdering only bang-per-buck.

It would seem that the concepts behind this sort of
insightful analysiswould have been exhaustively
explored by now. In many regards, they have. Optimi-
zation gained itsmomentum in World Wer |1 asthe
number of logistical and tactica variablesmushroomed,
sowing the seed for adisciplinecommonly referred to
asoperationsresearch. The end products of optimiza-
tion can now beseenin

techniqueisawise use of
resources, sincetheformer
requires, in many cases, 32 or
more processorstoyielda
solutionin near-red-time(i.e.,
withinan hour), whilethe
latter (for the same problem)
requiresasingle processor
producing asolutionwithin
afew seconds. The strategic
selection of theformer stems ~ HPCMP Performance
fromtheHPCMP'sdesireto ~ 16am Vice-Chair, ARL
uncover thetop 10,000 acquisition possibilitiestodlow
exhaustive anaysisof the price-per-performance space.
Insuch acase, thetime-to-solution for thelinear program-
ming techniqueisdilated by afew percent, whilethat for
theinteger programming techniquebaloonsto daysor
weeks. Asan exampleof how price-per-performance
resultsmight be presented to decision makers, Figure 1
providesacomparison of thebest possibility versusthe
averageof thetop 10,000 possibilitiesfor TI-05.

The HPCM P optimizer wasdeveloped in early 2003
by time and resources provided by the Army Research
Laboratory (ARL) in conjunction withthe HPCMP.
Thistool provided the core price-per-performance
analysisfor both the 2004 and 2005 HPCM P technol -
ogy insertions. Further information can befoundin
“The5Mythsof the HPCM P Optimizer” publishedin
thissummer’sedition of theARL Link.

Dr. Roy L. Campbell, Jr.

many somewhat hidden, but
very powerful, ways
ranging from advertisement
strategiesaimed at cost-
effective penetration of the
consuming publictothe
bent wingtipstypicaly seen
onBoeing 737s.

Sowhy isso much
enthusiasm being placed
behind atechniquethat is
ancient by technological
standards? Most of the
energy can beattributed to
thetool’sability torapidly
solvethequantitative Tl-
XX problem. Somedebate
existsregarding whether
using alinear programming
techniquerather than an

integer programming

Figure 1. TI-05 price per performance results
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Below isalist of acronyms commonly used among the DoD HPC community. These acronyms are used through-
out the articlesin this newsl etter.

AERO
AFRL
AFWA
AHPCRC

AMR
ARL
ARSC
ARW
ASC
ASCII

ASF
AVUS
BLAS
BLP

BLS

BLT

CFD
CHARTD

CHSS
COAMPS

CONUS
CPU
CS&E

CSM
CcsQ
csv
CTA
CTH
CWO

DARPA

DES
DGEMM

DoD
DOE
EPS

Aeroelastic CFD/CSM
Air Force Research Laboratory
U.S. Air Force Weather Agency

Army High Performance Computing
Research Center

Adaptive Mesh Refinement

Army Research Laboratory

Arctic Region Supercomputing Center
Advanced Research WRF
Aeronautical Systems Center

American Standard Code for
Information Interchange

Advanced Software Framework
Air Vehicles Unstructured Solver
Basic Linear Algebra Subprograms
Baseline Performance (1/BLT)
Baseline System

BasdlineTime

Computationa Fluid Dynamics

Computationa Hydrodynamicsand
Radiative Thermal Diffusion

Common High Performance Com-
puting Software Support I nitiative

Coupled Ocean/Atmospheric Mesoscale
Prediction System

Continental United States

Central Processing Unit
Computational Scienceand
Engineering

Computational Structural Mechanics
CHARTD Squared

Comma Separated Value
Computational Technology Area
CSQ to the Three-Halves

Climate/Weather/Ocean Modeling
and Simulation

Defense Advanced Research Projects
Agency

Detached Eddy Simulations

Double Precision General Matrix
Multiply

Department of Defense

Department of Energy

Encapsulated Postscript
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ESMF
ESSL

FFT
FLOPS
FY 2005
GAMESS

GSA
HPC
HPCC

HPCMP

HPCM PO
HPCS
HPL
HYCOM
ICL

IEEE

110

LSQ
MHPCC
MICOM

MMS
MPI
MSRC
MUSCL

NASA

NAVO
NCAR

NCEP

NetCDF
NLOM

U.S. Army Engineer Research and
Development Center

Earth System Modeling Framework
Engineering and Scientific Subroutine
Library

Fast Fourier Transform
Floating-Point Operations per Second
Fiscal Year 2005

General Atomic and Molecular
Electronic Structure System

General ServicesAdministration
High Performance Computing

High Performance Computing
Challenge Benchmark

High Performance Computing
M odernization Program

HPCMP Office

High Performance Computing Systems
High Performance LINPACK

Hybrid Coordinate Ocean Model
Innovative Computing L aboratory
Institute of Electrical and Electronics
Engineers

Input/Output

Load Store Queue

Maui High Performance Computing
Center

Miami Isopycnic-Coordinate Ocean
Mode

Mesoscale Model 5
Message Passing Interface
Major Shared Resource Center

Monotone Upwind Scheme for Scalar
Conservation Laws

National Aeronautics and Space
Administration

Naval Oceanographic Office

National Center for Atmospheric
Research

National Centersfor Environmental
Prediction

Network Common Data Form

Naval Research Laboratory Layered
Ocean Model
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NMM
NOAA

NRL

NSF
NWP
OOCORE
PE

PET

POSS

Nonhydrostatic Mesoscale Model

National Oceanic and Atmospheric
Administration

Nava Research Laboratory
National Science Foundation
Numerical Weather Prediction
Out of Core

Processing Element

Programming Environment and
Training

Polyhedral Oligomeric Silsesquioxane

PSU
PVP
RF-CTH
SHMEM
SLIC
SUT
TCP

TI

TI-05
UAV
WRF

Pennsylvania State University
Parallel Vector Processor
Reduced Functionality CTH
SHared MEMory

Simple Line Interface Construction
System Under Test
Transmission Control Protocol
Technology Insertion
Technology Insertion 2005
Uninhabited Air Vehicle
Weather Research and Forecast
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For the latest on training and on-line registration, one can
go to the Programming Environment and Training (PET)
On-line Knowledge Center Web site:

https:.//okc.erdc.hpc.mil

Questions and comments may be directed to PET
at (601) 634-3131, (601) 634-4024, or
PET-Training@erdc.usace.army.mil







